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ABSTRACT 
The rapid growth of e-commerce has brought about challenges in managing traffic loads and ensuring the 
availability of database servers. One critical issue is what happens when the main database server fails, 
potentially leading to downtime or data loss. This research aims to address these problems by optimizing 
server resource distribution and implementing data replication across multiple database servers. The goal 
is to enhance system efficiency, prevent server overloads, ensure data availability, and minimize 
downtime or data loss when server failures occur.This research utilizes a multi-stage methodology. First, 
data collection was conducted to gather relevant information. In the second stage, a needs analysis was 
performed to identify system requirements. The third stage involved designing the system architecture, 
including the creation of entity-relationship diagrams (ERD), flowcharts, and network topologies. In the 
final stage, the system was implemented through database replication and the application of failover 
methods.The results demonstrate that the failover mechanism operates effectively, ensuring that data is 
successfully replicated across all database servers. This confirms that the system achieves high availability 
and minimizes the risk of data loss or service downtime. The implications of this research provide a reliable 
solution for improving the resilience and performance of e-commerce systems, particularly in managing 
database server failures. 
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INTRODUCTION 

In recent years, the growth of the development of the internet and its users has been very 

rapid and has become an important part of daily life (Greengard, 2021). Electronic commerce or 

e-commerce is the result of information technology that is currently developing so rapidly 

towards the purchase of goods, services and information through computer networks (Faqih & 

Wahyudi, 2022). 
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Figure 1. Transaction Category Data Trends E-commerce  

Source: (Nurdian, 2022) 

Figure 1. explains the trend of transaction category data through e-commerce including 

electronics,  fashion, furniture, toys/hobbies, personal needs, food, beverages and physical 

media (DVD/CD). 

According to (Hartman et al., 2001) in his book entitled "Net Ready-Strategies for Success 

in the E-Economy" defines e-commerce as a type of electronic business mechanism that focuses 

on individual-based business transactions by using the internet as a medium for the exchange of 

goods or services both between two institutions (B-to-B) and between institutions and direct 

consumers (B-to-C).  

E-commerce has the need for good data availability at all times is a complicated problem 

(Sudrajat, 2020). This is related to system performance, the number of data accessors, and data 

network traffic which is getting congested all the time and this triggers software-based 

development requiring the addition  of servers that will later function to help the load contained 

in the  main server. 

Load balancing works by distributing the workload evenly across multiple servers that act 

as the  back-end server, so that the workload can be lighter (Syahrir, 2023). By implementing load 

balancing,  it can shorten the access time to the web server and have high service availability 

(Kahanwal & Singh, 2013). 

Failover, commonly known as high availability, generally aims to increase the availability of 

services provided by a server (Supendar & Handrianto, 2019). The failover  element has 

redundant servers that will be used to provide services when one of the components fails 

(Kahanwal & Singh, 2013).  

By combining the two technologies, a collection  of servers acts as a single entity in 

providing resources and services to the network with the aim of maintaining the availability of 

resources for clients who access in the event of a system or hardware failure on the server. 
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Previous studies conducted by (Sumarna et al., 2019) this research applies N-clustering high 

availability web server with load balancing and failover. The results of the research concluded 

that the application  of the n-clustering structure  in the web server cluster can reduce the traffic 

load  because the load sharing is carried out in two steps of load balancing before being given to 

the web server back-end (Antonelli et al., 2024). The availability of services in a web server cluster 

becomes higher due to the process of taking over requests to  inactive web servers. The access 

time perceived by the client becomes faster and can increase the maximum number of clients 

without having to perform a thorough hardware replacement. 

The next research was conducted by (Subekti et al., 2019) This research designed web 

server and database  infrastructure using replication mirror and failover clustering methods. The 

results of the research were obtained by replication mirror and with the help of failover clustering 

that has been designed, it can be the best solution choice, because it can replace  a dead server 

to another server and the client can still access the web server. 

Based on the background description above, this research aims to determine and analyze 

the Implementation of High Availability Based on Load Balancing and Failover Method in E-

commerce Using MySQL Database. So the benefit in this research is that this research is to 

provide solutions to improve service availability in e-commerce systems through the application 

of load balancing and failover, which allows the distribution of workload evenly to several servers 

and provides redundancy in the face of system failure. By using this method, it is expected that 

the e-commerce system can operate more stably, the access time to the server is shorter, and 

the service can continue to be available even if there is a disruption in one of the server 

components. This is very important considering the growing number of e-commerce users who 

continue to increase and increasingly demand fast and reliable performance.. 

 

RESEARCH METHOD 

This research is divided into several stages to implement. For more details, see figure 2. 

 
Figure 2. Research Stage 
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Figure 2 explains the research stage, namely the first stage of data collection, the second 

stage of analysis includes requirements analysis activities, the third stage of design includes 

activities of designing entity relationship diagrams (ERD), designing flowcharts, and designing 

network topology, and the last stage of implementation is activities of making database 

replication and creating methods failover. 

In the early stages of the research is the collection  of data to carry out plans and supporting 

materials for the research. The analysis stage in the research includes the hardware and software 

requirements prepared for the research. At the design stage, database design, flowchart and 

replication network topology and failover method are designed. 

 

RESULT AND DISCUSSION 

Analysis Results 

At the analysis stage, there are two results, namely hardware needs and software needs. 

a) Hardware Requirements 

The hardware used in this research can be seen in table 1. 

Table 1. Hardware Requirements 

Name Type Size 

Motherboard MSI H370 - 

Processor Intel i5-8400 2.80 GHz 

Memory DDR4 16 GB 

Hard disk SSD 256 GB 

Based on Table 1, the hardware used in this research includes an MSI H370 

motherboard, an Intel i5-8400 processor, 16 GB DDR4 RAM memory, and a 256 GB SSD hard 

disk. 

b) Software Requirements 

The software used in this research can be seen in Table 2. 

Table 2. Software requirements. 

Name Information 
Ubuntu Operating System Operating system that is one of the linux distros 
Oracle VM VirtualBox Software to create virtual machines 
MySQL server Software to manage databases 
Orchestrator Software to manage high availability 
ProxySQL Software to manage between server backend and 

server database 
MobaXterm Software for remote ssh to server 
MySQL Workbench Software to establish a connection to a database 
Google Chrome Software to open monitoring applications 
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Based on Table 2, the software used in this research uses Oracle VM VirtualBox, MySQL 

server, Orchestrator, ProxySQL, MobaXterm, MySQL Workbench and Google Chrome. 

Design Results 

The design results in this paper are divided into three, namely Entity Relationship Diagram 

(ERD), flowchart and  network topology. 

a) Entity Relationship Diagram (ERD) 

 
Figure 3. Results of entity relationship diagram (ERD) 

Gambar 2 menjelaskan tentang desain entity relationship diagram (ERD) dari database 

yang digunakan sebagai pada penelitian ini, terdapat sembilan table dengan nama product, 

product_variant, product_categories, user, role, user_address, order, order_detail dan cart. 
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b) Flowchart 

 
Figure 4. Flowchart results 

B Figure 4 explains the flowchart used in this research. When connecting to ProxySQL 

there is a check whether  the master server is up, if it is alive using  the master server but if 

not, it is directed to the backup database through the Orchestrator application, and if there is 

an addition or change of data duplicated to the backup database or replica. 

c) Network Topology 

 
Figure 5. Network topology results 

Figure 5 explains the network topology used as a simulation for this research. For more 

details, see table 3. 

Table 3. virtual server networking specifications  in this simulation 

Server OS IP Description 
mysql-01 Ubuntu 22.04.1 192.168.18.70 Master 
Mysql-ha Ubuntu 22.04.1 192.168.18.71 Backup 
replica-01 Ubuntu 22.04.1 192.168.18.72 Read server 
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Server OS IP Description 

Orchestrator Ubuntu 22.04.1 192.168.18.74 
Orchestrator and 

ProxySQL web servers 
 

Based on Table 6, this research uses four virtual machines, one master database server 

with hostname Mysql-01 and IP 192.168.18.70, one backup database server with hostname 

Mysql-ha and IP 192.168.18.71, one replica database server with hostname replica-01 and IP 

192.168.18.72 and finally one web server Orchestrator to install Orchestrator and ProxySQL 

with the hostname Orchestrator IP 192.168.18.74. 

Implementation Results 

a) Replication Configuration 

 
Figure 6. Status of  Mysql-01 Master Server 

Figure 6 describes a query to view the master state on the Mysql-01 server. 

 
Figure 7.  Mysql-ha server slave status 

Figure 7 explains the query to see the slave status, if slave_io_state has been waiting for 

source to send event, then  the slave has successfully connected to the master server. 

 
Figure 8. Slave server  replica-01 status 
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Figure 8 explains the query to see the status  of the slave, if slave_io_state has been 

waiting for source to send event, then  the slave has successfully connected to the master 

server. 

b) Failover Configuration 

 
Figure 9. Dashboard menu on Orchestrator 

Figure 9 explains the display of the dashboard menu, the content of which is  the master 

server that has been registered in the discover menu. 

 
Figure 10. Server topology  on Orchestrator 

Figure 10 describes the topology   of a connected database server. 

c) Replication Testing 

Based on replication testing using the Sysbench application, the results  of the data were 

successfully replicated to  the  Mysql-ha and replica-01 servers. 
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Figure 11. Replication results with Sysbench on  a Mysql-ha server 

Figure 11 describes the query to view the replication results on the  sbtest1 table by 

calculating the amount of data, which is 10000, on the  Mysql-ha server. 

 
Figure 12. Replication results with Sysbench on the replica-01 server 

Figure 12 describes the query to see the replication results on the  sbtest database and 

check the data on the  sbtest1 table by calculating the number of data, which is 10000, on the  

replica-01 server. 

Based on the replication test with the e-commerce database restore, the data was  

successfully replicated to  the  Mysql-ha and replica-01 servers. 

 
Figure 13. Database restore replication  results on  Mysql-ha server 

Figure 13 explains about the query to see the replication results on the e-commerce 

database, there are nine tables that have been successfully replicated on the  Mysql-ha server. 
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Figure 14. Database restore replication results  on  replica-01 serve 

Figure 14 explains the query to view the replication results on the e-commerce database, 

there are nine tables successfully replicated on the replica-01 server. 

d) Failover Testing 

There are two results from testing the failover method, through the Orchestrator and 

querying  ProxySQL. 

 
Figure 15. Orchestrator detects  Mysql-01 server 

Figure 15 describes the Orchestrator application detecting  the  Mysql-01 server is 

inaccessible. 

 
Figure 16. Orchestrator changing  the master server 
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Figure 16 explains that the Orchestrator application successfully changed  the master 

server to  a  Mysql-ha server. 

 
Figure 17. Orchestrator dashboard at failover  

Figure 17 explains the dashboard on the Orchestrator application when a failover occurs, 

a  new cluster is created with  the  Mysql-ha master. 

 
Figure 18. Topology  of  Mysql-ha server on Orchestrator 

Figure 18 explains the topology on the  Mysql-ha server when it is made the master. 

Table 4. Failover Test Results 

Description Recovery Time (Seconds) 
Test 1 2 
Test 2 1 
Test 3 1 

Based on Table 4, the test was carried out three times, the first test took  two seconds to 

recover, the second test took one second and the third test took one second. 

To see the results of this test requires the MySQL workbench application  to establish a 

connection into ProxySQL. 

 
Figure 19. Adding a connection to the MySQL workbench 
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Figure 19 describes the location to add a connection to the MySQL workbench. 

 
Figure 20. Connection configuration on MySQL workbench 

Figure 20 describes the connection configuration with the name ProxySQL, hostname 

192.168.18.74, port 6033,  sysdba username and  password DB@dmin. 

 
Figure 21. Query results on ProxySQL 

Figure 21 explains how the query uses a ProxySQL connection and the result can still be 

selected into the user table, even if  the  Mysql-01 server is down. 

Previous research by (Aprilliandi, 2019) examined the use of N-clustering on high 

availability web servers with load balancing and failover. Their results show that the use of this 

technology is able to reduce traffic load and increase server service availability. This is consistent 

with the findings of this research, where the implementation of replication and failover is also 

able to evenly distribute the workload and maintain system availability in the event of server 

failure (Ardiansyah et al., 2017). In addition, the failover test results in this research show a very 

fast recovery time (only one to two seconds), which supports the claim of increased efficiency of 

e-commerce systems. 

In addition, research by (Saleh, 2021) who designed a web server and database 

infrastructure using mirror replication and failover clustering methods also provided similar 
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results. They found that these technologies are very effective in replacing failed servers without 

stopping user access to web services. This research supports the findings of our research, which 

also shows the successful replication and redirection of the master server when a failure occurs 

through Orchestrator, ensuring system availability for users. 

Research by (Sofyan & Kusuma, 2022) on improving server availability in web-based 

applications using load balancing and failover also found that these methods can improve system 

performance and reduce downtime. This research is in line with our results, where the failover 

process runs smoothly and data is replicated successfully to the backup server. 

In this research, failover and load balancing are proven to provide an efficient solution to 

improve service availability in MySQL-based e-commerce systems. The replication method 

ensures that data is always available even in the event of a main server failure, which is reinforced 

by empirical evidence from previous studies (Bahri et al., 2023). 

 

CONCLUSION 

The conclusion of the replication and failover method testing on the e-commerce database 

system shows success in the data replication process and server workload sharing. High 

availability testing proved that the data created on the three servers was identical, while read 

and write load sharing was effective with good replication support. In addition, the failover 

method was also successful, where the MySQL-01 server was successfully replaced by the 

MySQL-ha server after MySQL was shut down, demonstrating the effectiveness of the failover 

mechanism in maintaining system operational continuity. Future research can further develop 

this replication and failover method by examining its effectiveness on a larger scale, for example 

on systems with a larger number of servers or higher data volumes. In addition, research can 

expand the focus to the security aspects of replication and failover systems, as well as the 

integration of new technologies such as blockchain to improve data integrity and auditability in 

e-commerce systems. The use of containerization technologies such as Docker and Kubernetes 

in database replication management can also be an interesting research area to maximize 

efficiency in automatic failover scenarios and more dynamic management of server resources. 
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